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What is CCAT?
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• Cerro Chajnantor, Atacama, Chile, 5600m 
• Current consortium partners:

Cornell, Caltech/JPL, Canada, Colorado, Germany (Cologne, Bonn)
• Wavelengths 2(3)-0.35(0.2) mm, Frequencies 150(100)-850(1500) GHz
• Surface accuracy 12.5 µm
• 25-m diameter
• Angular resolution 4”(2”)-25”(35”) 
• FoV 1 degree
• Facility instruments: 

• Large FoV submm/mm cameras
• Multi-object spectrometers

• Coincident with and complementary to ALMA
• Highly recommended by Astro2010 and currently in engineering design 

phase.  Critical Design Review in 2013.
• CCAT = CC Atacama Telescope
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• Angular resolution 4”(2”)-25”(35”) 
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• Large FoV submm/mm cameras
• Multi-object spectrometers
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• Highly recommended by Astro2010 and currently in engineering design 

phase.  Critical Design Review in 2013.
• CCAT = CC Atacama Telescope

CC = Cornell Caltech?  Cerro Chajnantor?  C’s exClusively?
No, CC = Cluster Cosmology!
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How will CCAT enable SZ measurements?

• Excellent mm/submm site
• mm opacity generally ≲ 10%, 
→ high instantaneous sensitivity

• Atmospheric opacity fluctuations low:
x 2/3 relative to Chajnantor,
x1/2 relative to Mauna Kea
→ better recovery of large-scale structure
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λ 
[mm]

τλ at τ350 µm = τλ at τ350 µm = τλ at τ350 µm = λ 
[mm] 1 2 3
0.87 0.15 0.3 0.5
1.1 0.07 0.12 0.18
1.4 0.040 0.078 0.12
2.0 0.024 0.041 0.06
3.0 0.021 0.026 0.031

τ  = 10-2

y = 10-4, 
kTe = 5 keV
vpec = 3000 km/s 
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How will CCAT enable SZ measurements?

• Fast scanning
• speed = 1 deg/s
• accel = 1 deg/s2

• Moves bulk of cluster signal above 
atmospheric fluctuation 1/f noise 

• Wide field of view
• capable of 1 degree,

20’ expected at first light for mm
→ entire cluster viewed instantaneously

• High angular resolution and
well-filled focal plane
• ∆θ = 12” at 1 mm, 4000 pixels in 20’
• ∆θ = 25” at 2 mm, 1000 pixels in 20’
• Above for 2 f λ pixels (2 x FWHM); 

more pixels possible!
• Raw mapping speed of the focal plane

will be enormous

6
12

Bullet Cluster Radial Profile

SPT’s single frequency 
individual SZ cluster 
observations are limited 
by CMB confusion

• SPT’s 150 GHz Bullet 
Profile, over-plotted 
with statistical error 
and CMB confusion 
uncertainties
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Figure 2. Maps of 1ES 0657−56 at 150 GHz, with the cluster region unmasked (left) and masked (right) for time domain filtering. Units are µKCMB. In the masked
map, data from a circular region 8′ in radius centered on the cluster are not included in the polynomial and wedge common mode construction. This map gives a clear
picture of the shape and amplitude of the SZ emission, but has slightly higher noise. The artifacts of the timedomain filtering in the unmasked map are taken into
account in the cluster profiles by the algorithm described in Section 4.1.
(A color version of this figure is available in the online journal.)

7′′. These coordinates are then converted to pixel number using
a Sanson–Flamsteed projection (Calabretta & Greisen 2002)
with 0.25 arcmin pixels. All measurements of a given pixel’s
brightness are averaged using inverse-variance weighting based
on the mean of each detector’s processed and relative-gain-
scaled power spectrum between 1 and 3 Hz, which for our scan
speed is a frequency range well matched to the scale of SZ
cluster signals.

All of the single-observation maps for a given cluster in a
given band are then co-added to produce a set of single-band
maps, which we denote as M150 and M220 for the 150 GHz
and 220 GHz bands. Each single-band map consists of signals
from several astrophysical sources: the SZ effect, which is at
arcminute scales and is much stronger at 150 GHz; the primary
CMB anisotropy, which dominates at large spatial scales and is
the same in both bands; and a background of typically faint dusty
point sources, which are at small angular scales and are stronger
at 220 GHz. We wish to produce a “band subtracted map” Msub,
in which the 220 GHz map is used to remove a fraction of
the CMB and point source background while leaving the SZ
signal intact. Since the 2008 SPT receiver was less sensitive
to CMB fluctuations at 220 GHz than at 150 GHz, and since
the atmospheric noise is worse in the higher-frequency band,
this background removal must be handled carefully to avoid
introducing excess noise into the band subtracted map.

Using our knowledge of the spatial scales of the CMB and
point source signals, we apply a matched spatial filter ψ to
the 220 GHz map, which we construct by requiring that the
variance in the band subtracted map be minimized (Haehnelt &
Tegmark 1996; Herranz et al. 2002a, 2002b; Melin et al. 2006).
Since the signal and noise are more easily characterized in the
spatial frequency domain, we adopt the flat sky approximation
and construct the filter as a function of multipole moment !.
Denoting the Fourier transform of X as X̃, we can express the
value of the band subtracted map at a given multipole moment
as

M̃sub
! = M̃150

! − ψ!M̃
220
! . (3)

The variance at a given !, V!, is then given by

V! = (1 −ψ!)
(

S̃CMB
! + S̃PS

! + Ñ150
! S̃CMB

! + αS̃PS
!

S̃CMB
! + αS̃PS

! S̃CMB
! + α2S̃PS

! + Ñ220
!

)

×
(

1
−ψ!

)
, (4)

where S̃CMB
! is the CMB signal, S̃PS

! is the point source signal,
ÑX

! is the noise in band X, and α is a factor corresponding to
the spectral index of the point sources. The filter that minimizes
this variance is given by

ψ! =
S̃CMB

! + αS̃PS
!

S̃CMB
! + α2S̃PS

! + Ñ220
!

. (5)

Note that both the signal and the noise terms are anisotropic with
respect to azimuth and elevation due to the scan strategy em-
ployed in these observations, necessitating a two-dimensional
filter function. Errors in either the signal or noise terms will
result in a slightly sub-optimal filter, and will thus increase the
errors in the results, but will not lead to systematic misestima-
tions of the profiles or cluster parameters.

The signal covariances of the primary CMB anisotropies and
undetected point sources are estimated using simulations based
on the best-fit WMAP5 CMB power spectrum (Nolta et al. 2009)
and the Borys et al. (2003) model for dusty point sources. We
assume that the point sources are Poisson distributed and have
a spectral index of 2.7.24 The power spectrum of the source
count distribution is computed using the formalism in White &
Majumdar (2004), and is inflated by a factor of 40% to account
for lensing by our massive cluster targets (Lima et al. 2009).
Even with this enhancement, the dusty sources are predicted to
contribute an rms of ∼4 µK to the band subtracted maps, well
below the map noise level. We disregard contamination due to
radio sources, as explicit simulations demonstrate (Sehgal et al.
2010) that they are not likely to significantly fill in the 150 GHz
SZ decrements of massive z ! 0.4 clusters, and as in most cases
we are able to remove bright sources from existing catalogs (see
Section 3.1). For both the CMB and the dusty point sources, we
generate 300 simulated maps and apply the same time domain
filtering that was applied to the SPT maps. We find S̃CMB

! and
S̃PS

! by taking the mean of the two-dimensional spatial power
spectra over the simulated maps.

The instrumental and atmospheric noise properties of the
maps are estimated using the two-dimensional power spectra
of noise maps (Sayers et al. 2009; Halverson et al. 2009).
Under the assumption of stationarity in the map basis, the noise

24 SPT data indicate a steeper spectral index between 150 and 220 GHz (Hall
et al. 2009), but we adopt this value—extrapolated from higher-frequency
measurements—so that our estimate of point source power is an upper limit.
Our results are insensitive to this choice.

20’ FoV
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Figure 2. Maps of 1ES 0657−56 at 150 GHz, with the cluster region unmasked (left) and masked (right) for time domain filtering. Units are µKCMB. In the masked
map, data from a circular region 8′ in radius centered on the cluster are not included in the polynomial and wedge common mode construction. This map gives a clear
picture of the shape and amplitude of the SZ emission, but has slightly higher noise. The artifacts of the timedomain filtering in the unmasked map are taken into
account in the cluster profiles by the algorithm described in Section 4.1.
(A color version of this figure is available in the online journal.)

7′′. These coordinates are then converted to pixel number using
a Sanson–Flamsteed projection (Calabretta & Greisen 2002)
with 0.25 arcmin pixels. All measurements of a given pixel’s
brightness are averaged using inverse-variance weighting based
on the mean of each detector’s processed and relative-gain-
scaled power spectrum between 1 and 3 Hz, which for our scan
speed is a frequency range well matched to the scale of SZ
cluster signals.

All of the single-observation maps for a given cluster in a
given band are then co-added to produce a set of single-band
maps, which we denote as M150 and M220 for the 150 GHz
and 220 GHz bands. Each single-band map consists of signals
from several astrophysical sources: the SZ effect, which is at
arcminute scales and is much stronger at 150 GHz; the primary
CMB anisotropy, which dominates at large spatial scales and is
the same in both bands; and a background of typically faint dusty
point sources, which are at small angular scales and are stronger
at 220 GHz. We wish to produce a “band subtracted map” Msub,
in which the 220 GHz map is used to remove a fraction of
the CMB and point source background while leaving the SZ
signal intact. Since the 2008 SPT receiver was less sensitive
to CMB fluctuations at 220 GHz than at 150 GHz, and since
the atmospheric noise is worse in the higher-frequency band,
this background removal must be handled carefully to avoid
introducing excess noise into the band subtracted map.

Using our knowledge of the spatial scales of the CMB and
point source signals, we apply a matched spatial filter ψ to
the 220 GHz map, which we construct by requiring that the
variance in the band subtracted map be minimized (Haehnelt &
Tegmark 1996; Herranz et al. 2002a, 2002b; Melin et al. 2006).
Since the signal and noise are more easily characterized in the
spatial frequency domain, we adopt the flat sky approximation
and construct the filter as a function of multipole moment !.
Denoting the Fourier transform of X as X̃, we can express the
value of the band subtracted map at a given multipole moment
as

M̃sub
! = M̃150

! − ψ!M̃
220
! . (3)

The variance at a given !, V!, is then given by

V! = (1 −ψ!)
(

S̃CMB
! + S̃PS

! + Ñ150
! S̃CMB

! + αS̃PS
!

S̃CMB
! + αS̃PS

! S̃CMB
! + α2S̃PS

! + Ñ220
!

)

×
(

1
−ψ!

)
, (4)

where S̃CMB
! is the CMB signal, S̃PS

! is the point source signal,
ÑX

! is the noise in band X, and α is a factor corresponding to
the spectral index of the point sources. The filter that minimizes
this variance is given by

ψ! =
S̃CMB

! + αS̃PS
!

S̃CMB
! + α2S̃PS

! + Ñ220
!

. (5)

Note that both the signal and the noise terms are anisotropic with
respect to azimuth and elevation due to the scan strategy em-
ployed in these observations, necessitating a two-dimensional
filter function. Errors in either the signal or noise terms will
result in a slightly sub-optimal filter, and will thus increase the
errors in the results, but will not lead to systematic misestima-
tions of the profiles or cluster parameters.

The signal covariances of the primary CMB anisotropies and
undetected point sources are estimated using simulations based
on the best-fit WMAP5 CMB power spectrum (Nolta et al. 2009)
and the Borys et al. (2003) model for dusty point sources. We
assume that the point sources are Poisson distributed and have
a spectral index of 2.7.24 The power spectrum of the source
count distribution is computed using the formalism in White &
Majumdar (2004), and is inflated by a factor of 40% to account
for lensing by our massive cluster targets (Lima et al. 2009).
Even with this enhancement, the dusty sources are predicted to
contribute an rms of ∼4 µK to the band subtracted maps, well
below the map noise level. We disregard contamination due to
radio sources, as explicit simulations demonstrate (Sehgal et al.
2010) that they are not likely to significantly fill in the 150 GHz
SZ decrements of massive z ! 0.4 clusters, and as in most cases
we are able to remove bright sources from existing catalogs (see
Section 3.1). For both the CMB and the dusty point sources, we
generate 300 simulated maps and apply the same time domain
filtering that was applied to the SPT maps. We find S̃CMB

! and
S̃PS

! by taking the mean of the two-dimensional spatial power
spectra over the simulated maps.

The instrumental and atmospheric noise properties of the
maps are estimated using the two-dimensional power spectra
of noise maps (Sayers et al. 2009; Halverson et al. 2009).
Under the assumption of stationarity in the map basis, the noise

24 SPT data indicate a steeper spectral index between 150 and 220 GHz (Hall
et al. 2009), but we adopt this value—extrapolated from higher-frequency
measurements—so that our estimate of point source power is an upper limit.
Our results are insensitive to this choice.

1 deg FoV, 1 arcminute resolution
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Figure 2. Maps of 1ES 0657−56 at 150 GHz, with the cluster region unmasked (left) and masked (right) for time domain filtering. Units are µKCMB. In the masked
map, data from a circular region 8′ in radius centered on the cluster are not included in the polynomial and wedge common mode construction. This map gives a clear
picture of the shape and amplitude of the SZ emission, but has slightly higher noise. The artifacts of the timedomain filtering in the unmasked map are taken into
account in the cluster profiles by the algorithm described in Section 4.1.
(A color version of this figure is available in the online journal.)

7′′. These coordinates are then converted to pixel number using
a Sanson–Flamsteed projection (Calabretta & Greisen 2002)
with 0.25 arcmin pixels. All measurements of a given pixel’s
brightness are averaged using inverse-variance weighting based
on the mean of each detector’s processed and relative-gain-
scaled power spectrum between 1 and 3 Hz, which for our scan
speed is a frequency range well matched to the scale of SZ
cluster signals.

All of the single-observation maps for a given cluster in a
given band are then co-added to produce a set of single-band
maps, which we denote as M150 and M220 for the 150 GHz
and 220 GHz bands. Each single-band map consists of signals
from several astrophysical sources: the SZ effect, which is at
arcminute scales and is much stronger at 150 GHz; the primary
CMB anisotropy, which dominates at large spatial scales and is
the same in both bands; and a background of typically faint dusty
point sources, which are at small angular scales and are stronger
at 220 GHz. We wish to produce a “band subtracted map” Msub,
in which the 220 GHz map is used to remove a fraction of
the CMB and point source background while leaving the SZ
signal intact. Since the 2008 SPT receiver was less sensitive
to CMB fluctuations at 220 GHz than at 150 GHz, and since
the atmospheric noise is worse in the higher-frequency band,
this background removal must be handled carefully to avoid
introducing excess noise into the band subtracted map.

Using our knowledge of the spatial scales of the CMB and
point source signals, we apply a matched spatial filter ψ to
the 220 GHz map, which we construct by requiring that the
variance in the band subtracted map be minimized (Haehnelt &
Tegmark 1996; Herranz et al. 2002a, 2002b; Melin et al. 2006).
Since the signal and noise are more easily characterized in the
spatial frequency domain, we adopt the flat sky approximation
and construct the filter as a function of multipole moment !.
Denoting the Fourier transform of X as X̃, we can express the
value of the band subtracted map at a given multipole moment
as

M̃sub
! = M̃150

! − ψ!M̃
220
! . (3)

The variance at a given !, V!, is then given by

V! = (1 −ψ!)
(

S̃CMB
! + S̃PS

! + Ñ150
! S̃CMB

! + αS̃PS
!

S̃CMB
! + αS̃PS

! S̃CMB
! + α2S̃PS

! + Ñ220
!

)

×
(

1
−ψ!

)
, (4)

where S̃CMB
! is the CMB signal, S̃PS

! is the point source signal,
ÑX

! is the noise in band X, and α is a factor corresponding to
the spectral index of the point sources. The filter that minimizes
this variance is given by

ψ! =
S̃CMB

! + αS̃PS
!

S̃CMB
! + α2S̃PS

! + Ñ220
!

. (5)

Note that both the signal and the noise terms are anisotropic with
respect to azimuth and elevation due to the scan strategy em-
ployed in these observations, necessitating a two-dimensional
filter function. Errors in either the signal or noise terms will
result in a slightly sub-optimal filter, and will thus increase the
errors in the results, but will not lead to systematic misestima-
tions of the profiles or cluster parameters.

The signal covariances of the primary CMB anisotropies and
undetected point sources are estimated using simulations based
on the best-fit WMAP5 CMB power spectrum (Nolta et al. 2009)
and the Borys et al. (2003) model for dusty point sources. We
assume that the point sources are Poisson distributed and have
a spectral index of 2.7.24 The power spectrum of the source
count distribution is computed using the formalism in White &
Majumdar (2004), and is inflated by a factor of 40% to account
for lensing by our massive cluster targets (Lima et al. 2009).
Even with this enhancement, the dusty sources are predicted to
contribute an rms of ∼4 µK to the band subtracted maps, well
below the map noise level. We disregard contamination due to
radio sources, as explicit simulations demonstrate (Sehgal et al.
2010) that they are not likely to significantly fill in the 150 GHz
SZ decrements of massive z ! 0.4 clusters, and as in most cases
we are able to remove bright sources from existing catalogs (see
Section 3.1). For both the CMB and the dusty point sources, we
generate 300 simulated maps and apply the same time domain
filtering that was applied to the SPT maps. We find S̃CMB

! and
S̃PS

! by taking the mean of the two-dimensional spatial power
spectra over the simulated maps.

The instrumental and atmospheric noise properties of the
maps are estimated using the two-dimensional power spectra
of noise maps (Sayers et al. 2009; Halverson et al. 2009).
Under the assumption of stationarity in the map basis, the noise

24 SPT data indicate a steeper spectral index between 150 and 220 GHz (Hall
et al. 2009), but we adopt this value—extrapolated from higher-frequency
measurements—so that our estimate of point source power is an upper limit.
Our results are insensitive to this choice.

20’ FoV, 25” resolution
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How will CCAT enable SZ measurements?

• Require multiple bands simultaneously for removal of contamination
• CMB confusion on large scales
• dusty star-forming galaxies (DSFGs)

• Low opacity, high angular resolution (9”)
at 870 µm → deep DSFG information

• Eventually: imaging spectrometers

9
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Bullet Cluster Radial Profile

SPT’s single frequency 
individual SZ cluster 
observations are limited 
by CMB confusion

• SPT’s 150 GHz Bullet 
Profile, over-plotted 
with statistical error 
and CMB confusion 
uncertainties
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How will CCAT enable SZ measurements?

• Require multiple bands simultaneously for removal of contamination
• CMB confusion on large scales
• dusty star-forming galaxies

• Low opacity, high angular resolution (9”)
at 870 µm → deep DSFG information

• Eventually: imaging spectrometers

10

Sayers

input cluster input DSFGs

0.87 mm 1.0 mm 1.3 mm 2.0 mm

6 Confusion Noise

Clearly, a significant issue for these measurements will be confusion noise. Possible sources to
consider:

• Extragalactic infrared point sources

• Galactic cirrus

• Extragalactic radio point sources

• Galactic synchrotron and free-free

• CMB primary anisotropy

We list here current estimates for these confusion signal levels and discuss how they might be dealt
with.

6.1 Infrared Sources

Diffuse galactic cirrus emission will yield fluctuations smaller than those due to extragalactic point
sources [?, ?], so we neglect cirrus confusion.

A. Blain has calculated confusion levels from infrared sources [?]. Given the conservative edge
taper we have assumed, we cannot use his calculations for a 25-m diameter telescope. Rather, we
find the telescope diameter whose beam sizes matche the ones we obtain with our conservative edge
taper. This turns out to be about 20-m telescope, so we simply use his calculations for a 20-m
telescope. The 1 source per beam confusion levels are:

frequency flux density temperature y parameter
275 GHz 66 µJy 27µKCMB 1.1 × 10−5

220 GHz 89 µJy 21µKCMB N/A
150 GHz 44 µJy 6µKCMB 2.3 × 10−6

100 GHz 21 µJy 2.1µKCMB 5.1 × 10−7

One obvious conclusion is that 100 GHz is really the best place to work vis-a-vis infrared-source
confusion. However, 100 GHz will be covered by the SZA high-frequency channel, so it’s not a
unique application.

Focusing momentarily on 150 GHz, the confusion limit is a factor of 3 – 10 higher than the
tSZ and kSZ effects we would like to observe in the lowest-mass clusters accessible by the blind
large-area surveys (3.5 × 1014 M⊙). Is removal of infrared point sources using higher-frequency or
higher-angular-resolution maps possible?

6.1.1 Cleaning of tSZ Maps using Higher-Frequency CCAT Maps

Let us scale the above confusion limits to 350 GHz and 490 GHz and estimate how much CCAT
time would be needed to detect these point sources at 5σ at these frequencies. It is reasonable to
assume the 350 GHz camera will cover the same FOV as the SZ camera – f λ at 350 GHz is roughly
10 arcsec, so a 20 arcmin field-of-view is covered by 3600 pixels at 2 f λ and 14400 pixels at 0.5 f λ.
At 490 GHz, the number of pixels needed to fill the same field of view increases by about 2. We
adopt sensitivities of 5.8 mJy s1/2 and 16.4 mJy s1/2 for 350 GHz and 490 GHz respectively.15 We

15
The sensitivities number is taken from T. Herter’s spreadsheet (2005/03/25 version) and assumes 1 mm PWV

for 350 GHz and 0.7 mm PWV for 490 GHz, 30 deg zenith angle,
√

2 sky removal loss, etc.

19

Depth at 1 source per beam based on Blain DSFG models

∆T ~ 10 µKCMB, ∆y ~ 3 x 10-6 in cluster outskirts.  
DSFGs must be removed, but removal is nontrivial!

scale the 350 GHz and 490 GHz sensitivities to the band of interest using a ν3.7 spectrum (typical
for dust emission, especially at these low frequencies). The resulting sensitivities and time needed
to obtain 5σ detections of sources at the confusion limit over the field of view are

350 GHz 490 GHz
frequency NEFD T for FOV2 NEFD T for FOV2

275 GHz 2400 µJy s1/2 32000 sec 1900 µJy s1/2 21000 sec
220 GHz 1000 µJy s1/2 3400 sec 850 µJy s1/2 2300 sec
150 GHz 250 µJy s1/2 820 sec 210 µJy s1/2 540 sec
100 GHz 56 µJy s1/2 180 sec 46 µJy s1/2 120 sec

So, sources at the 1 source per beam confusion limit can be observed at 350 GHz and 490 GHz in
a very reasonable amount of time.

The above table does not tell the whole story, though. In order to identify and remove a source
from a low-frequency map, one must have a solid detection and flux for the source in the high-
frequency maps. Therefore, the high-frequency maps must be no deeper than roughly the 1 source
per 30 beams, or maybe 1 source per 10 beams, confusion level. These confusion levels are 830 µJy
and 390 µJyat 350 GHz and 1200 µJy and 500 µJy at 490 GHz, respectively. Let us extrapolate
these confusion limits to the SZ bands, again assuming a ν3.7 spectrum:

350 GHz 490 GHz
1 src per 1 src per 1 src per 1 src per

frequency 30 beams 10 beams 30 beams 10 beams
275 GHz 340 µJy 160 µJy 140 µJy 59 µJy
220 GHz 150 µJy 70 µJy 62 µJy 26 µJy
150 GHz 36 µJy 17 µJy 15 µJy 6.3 µJy
100 GHz 8.1 µJy 3.8 µJy 3.4 µJy 1.4 µJy

Clearly, the sensible thing to do is to remove the brighter sources using the 350 GHz data (so the
spectral index extrapolation systematic error is minimized) and remove the dimmest sources using
the 490 GHz data (where the systematic subtraction error will be dominated by the high-frequency
flux error). Removal of sources to a factor of 3 below the 1 source per beam limit is plausible in
the 100 and 150 GHz bands. The infrared source counts are steeper than S−2, so a factor of 3 in
flux gives on factor of at least 9 in source density, to it is plausible that one can push the density of
source down to 1 per 10 beams at 44 µJy at 150 GHz, low enough to secure reasonable detections of
the cores of 3.5 × 1014 M⊙ clusters. We can get to roughly the 1 source per beam limit at 220 GHz
and a factor of 2 above the 1 source per beam limit at 275 GHz.

We would like to go deeper, though – getting down to the 1 source per beam limit prevents us
from studying 3.5 × 1014 M⊙ clusters at all and limits our ability to study the virial wings of more
massive clusters. It may be possible to go deeper by abandoning the desire to identify and subtract
sources one-by-one. Suppose one integrates down so far at 350 GHz and 490 GHz to become totally
confused. One can still use this map to do removal at other frequencies because identification of
individual sources is not important here. One can simply regress the high-frequency maps against
the 150 GHz map. At large fluxes, variations in SED from source to source might be a problem,
but these sources can be identified and removed one-by-one. Once one gets down to roughly the
150 GHz confusion limit, the sources merge and one just gets some average SED of the entire
population. This averaging ensures that a single regression coefficient will serve to remove the
high-frequency point sources from the 150 GHz map. This kind of analysis is planned for ACT [?].

So it becomes clear that one can directly remove sources down to y ≈ 2.3 × 10−6 at 150 GHz,
which is the typical flux level in the core of a 3.5 × 1014 M⊙ cluster. Using the aforementioned

20

Projection of long-submm detection limits into SZ bands, 
assumes flux ∝ ν3.7
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What can we learn about clusters with CCAT?

• Precise information about baryons out to the virial radius and beyond
• How does the baryon fraction, temperature, and pressure behave as one moves 

from the core through the virialized region and out to the infall region?

• Pressure in the ICM
• Characterize deviations from hydrostatic equilibrium and understand causes.
• Pressure power spectrum can test for turbulence in ICM.
• Nonthermal pressure due to relativistic electrons; correlate with gamma-ray, radio

• Bulk flows inside the ICM via kinetic SZ (kSZ) effect
• Remnants of cluster mergers?

• SZ-based cluster temperatures via relativistic SZ (rSZ) effect
• SZ substructure and its relation to gas substructure, galaxies
• Scaling relations and intrinsic scatter as a probe of non-self-similar 

effects
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What cosmology can we do with CCAT?

• Detailed study of clusters near detection limit in large-area surveys
• Cosmological interpretation currently limited by calibration of SZ flux to mass
• Modeling of relation between cluster flux and mass may be substantially improved 

with better S/N, higher-resolution measurements
• SZ surveys provide an archival data set with well-defined selection function, 

v. orthogonal to expected X-ray (eROSITA) or optical (DES) selection functions

• Deeper surveys to lower mass threshold
• Characterize the behavior of cluster counts vs. z at lower mass; 

probes higher z range, different regime of structure formation

• Thermal and kinetic SZ power spectra
• Both measurements currently limited by DSFG removal; 

CCAT multiple colors and high angular resolution can improve substantially
• Can test ICM models that predict tSZ power spectrum
• Use bispectrum to separate cosmology and cluster astrophysics

• Measurement of the cluster peculiar velocity field using kSZ
• Cluster angular power spectrum

12
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High-Resolution SZ with CCAT

• ∆θ = 12” at 1 mm, 25” at 2 mm: fine-scale imaging of SZ effect 
a la MUSTANG/GBT and CARMA+SZA
• Search for shocks

• merger shocks
• accretion shock

in outskirts
• search for hot gas not 

noticed in X-ray
• use rSZ spectral

information to 
measure T; need
the high-frequency
bands

• Measure pressure in low-density regions w/low X-ray flux (e.g., radio bubbles)
• Search for non-thermal electrons in correlation w/radio, gamma-ray
• Search for bulk motions using kSZ

• Mroczkowski et al 2012 showed how important multi-band data was to see hints of 
kSZ signal from 3000 km/s subclump in MACSJ0717.5

• High-frequency bands remove DSFGs to reveal structure at high resolution

13
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Fig. 3.— SZE and X-ray images of MACS0744. Left: MUSTANG+GBT SZE at 13.��5 FWHM effective resolution after smoothing.
Contours are multiples of 0.5σ starting at 3σ. Center: Chandra X-ray surface brightness in the cluster core. The image has been smoothed
with a 1.��5 Gaussian. Right: Composite image of Chandra X-ray and MUSTANG SZE. Blue and Green are identical data on different
logarithmic color scales. Red shows the MUSTANG SZE data. The kidney shaped ridge revealed by MUSTANG is aligned concentrically
with a sharp surface brightness discontinuity in the Chandra map.
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Fig. 4.— Geometry and regions used for elliptical profiles and
X-ray spectroscopy on MACS0744 overlaid on the Chandra surface
Brightness image. Green contours are (−4.5,−5.5)σ SZE decre-
ment. The three regions correspond to the cool intact core (I), the
shock heated gas (II) and pre-shock region (III). One X-ray point
source has been excised from the pre-shock region. The borders of
the wedge indicate the azimuthal range used in producing radial
profiles.

using Poisson statistics for the X-ray data (for analysis

and statistics details see, e.g., Reese et al. 2000, 2002;

Bonamente et al. 2006). Each chain is run for a million

iterations. Convergence and mixing are checked by run-

ning two chains and comparing them against one another

(Gelman & Rubin 1992; Verde et al. 2003). The choice

of burn-in period does not significantly affect the results

but for concreteness we report results using a burn in of

10,000 iterations. The model fit is limited to a wedge

subtending 80
◦
and extending from 10

��
to 40

��
from the

nominal center. This region corresponds to the region

of interest suggested by the SZE and X-ray data as dis-

cussed in Section 5.1.2.

Initial attempts to model all 8 parameters at once were

unsuccessful due to low SNR in these small regions, with

the chains showing poor convergence. To limit the num-

ber of free parameters, we implement chains to deter-

mine the discontinuity radii, Rs1 and Rs2, individually

and then fix those radii. This entails using a single dis-

continuity model, which has 5 parameters, rather than 8.

The inner discontinuity radius, Rs1, is determined with

single discontinuity chains using the entire fitting region.

The outer discontinuity radius, Rs2, is fit with a single

discontinuity model limiting the fitting region to larger

radii than Rs1.

With both discontinuity radii in hand, the double dis-

continuity model chains are run with fixed characteristic

radii. This is enough of a reduction of parameter space to

produce converged chains. Best fit and 68% confidence

level uncertainties are shown in Table 3. In this table, the

parameter f is defined to be the ratio of the normaliza-

tion of a given region over the normalization in the cool

intact core (region I). Because the radial dependence of

the model follows a power law with an exponent less than

zero, the amplitudes quoted here are normalized at the

cold-front radius, Rs1 = 14.��19, to avoid a singularity at

the origin. Figure 5 shows the X-ray surface brightness

profile within the fitting region along with the best fit

model.

We also ran MCMC fits modeling a constant X-ray

background in addition to the shock model. It has no

statistically significant effect on the shock model results.

This is not surprising as the X-ray background is over an

order of magnitude down in surface brightness compared

to the cluster signal at the outermost radius considered

in the fit. The X-ray background becomes even less im-

portant towards the inner radii where the cluster signal

rises.

To produce Compton yC maps, the three dimensional

pressure model was numerically integrated along the line

of sight using Equation A17 out to an elliptical radius of

60
��
, where the single power law model becomes a poor

description of the X-ray data. This map is then used to

produce a predicted SZE image at 90 GHz. After con-

volving with the GBT beam, the angular transfer func-

tion of the analysis pipeline is applied to the model in

Fourier space and compared to the measured SZE data.

Since the model is only valid in a specified range of an-

gles about the center of the ellipse, the remaining sky

was assumed to be well described by the double β model

of LaRoque et al. (2006) and a single temperature of

8.0 keV. Three model MUSTANG maps were produced

using this process and are shown alongside the data in

Figure 6. The model uncertainty is dominated by the

errors in spectroscopic kBTe in region II. To account for

this in data comparison we show three model images cor-

responding to pressure models produced with the best fit

and the temperature fits to Chandra data at ±1σ. The
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using Poisson statistics for the X-ray data (for analysis

and statistics details see, e.g., Reese et al. 2000, 2002;

Bonamente et al. 2006). Each chain is run for a million

iterations. Convergence and mixing are checked by run-

ning two chains and comparing them against one another

(Gelman & Rubin 1992; Verde et al. 2003). The choice

of burn-in period does not significantly affect the results

but for concreteness we report results using a burn in of

10,000 iterations. The model fit is limited to a wedge

subtending 80
◦
and extending from 10

��
to 40

��
from the

nominal center. This region corresponds to the region

of interest suggested by the SZE and X-ray data as dis-

cussed in Section 5.1.2.

Initial attempts to model all 8 parameters at once were

unsuccessful due to low SNR in these small regions, with

the chains showing poor convergence. To limit the num-

ber of free parameters, we implement chains to deter-

mine the discontinuity radii, Rs1 and Rs2, individually

and then fix those radii. This entails using a single dis-

continuity model, which has 5 parameters, rather than 8.

The inner discontinuity radius, Rs1, is determined with

single discontinuity chains using the entire fitting region.

The outer discontinuity radius, Rs2, is fit with a single

discontinuity model limiting the fitting region to larger

radii than Rs1.

With both discontinuity radii in hand, the double dis-

continuity model chains are run with fixed characteristic

radii. This is enough of a reduction of parameter space to

produce converged chains. Best fit and 68% confidence

level uncertainties are shown in Table 3. In this table, the

parameter f is defined to be the ratio of the normaliza-

tion of a given region over the normalization in the cool

intact core (region I). Because the radial dependence of

the model follows a power law with an exponent less than

zero, the amplitudes quoted here are normalized at the

cold-front radius, Rs1 = 14.��19, to avoid a singularity at

the origin. Figure 5 shows the X-ray surface brightness

profile within the fitting region along with the best fit

model.

We also ran MCMC fits modeling a constant X-ray

background in addition to the shock model. It has no

statistically significant effect on the shock model results.

This is not surprising as the X-ray background is over an

order of magnitude down in surface brightness compared

to the cluster signal at the outermost radius considered

in the fit. The X-ray background becomes even less im-

portant towards the inner radii where the cluster signal

rises.

To produce Compton yC maps, the three dimensional

pressure model was numerically integrated along the line

of sight using Equation A17 out to an elliptical radius of

60
��
, where the single power law model becomes a poor

description of the X-ray data. This map is then used to

produce a predicted SZE image at 90 GHz. After con-

volving with the GBT beam, the angular transfer func-

tion of the analysis pipeline is applied to the model in

Fourier space and compared to the measured SZE data.

Since the model is only valid in a specified range of an-

gles about the center of the ellipse, the remaining sky

was assumed to be well described by the double β model

of LaRoque et al. (2006) and a single temperature of

8.0 keV. Three model MUSTANG maps were produced

using this process and are shown alongside the data in

Figure 6. The model uncertainty is dominated by the

errors in spectroscopic kBTe in region II. To account for

this in data comparison we show three model images cor-

responding to pressure models produced with the best fit

and the temperature fits to Chandra data at ±1σ. The
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CCAT SZ Instrumentation
• Near-term: Camera using multiscale, multiband 

phased-array antennae or corrugated feeds 
would provide “transformational” impact
• covers 5-6 colors in each pixel, 

740 µm to 
2 or 3.3 mm

• matches pixel 
size to Airy 
function

• Long-term: New channelizer concept could provide 
O(100-1000) spectral channels per spatial pixel
• Enormous spectral information for separation of 

components
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CCAT LWCam Design Study Proposal

Per-Pixel Number of Pixel Size Beam Mapping Speed

λ ν ∆ν Sensitivity Pixels (F/#) mm FWHM �◦
/mJy

2
/hr

[µm] [GHz] [GHz] [mJy s
1/2

] total in FoV ×λ at F/2 [
�
] in band at 1 mm

750 400 30 5.9 21952 17241 1.16 1.7 0.10 5.5 41

850 350 34 3.7 29152 17241 1.02 1.7 0.12 21 61

1100 275 95 1.6 5488 4310 1.58 3.5 0.15 45 25

1300 230 62 1.8 5488 4310 1.34 3.5 0.18 51 5.8

2000 150 47 1.7 1372 1077 1.74 7.0 0.28 33 0.26

3300 90 35 1.8 1372 1077 1.05 7.0 0.45 79 0.036

Table 1: LWCam sensitivity and pixel counts. The sensitivities are calculated assuming 5% telescope

emissivity at the longest wavelengths and PWV = 1.5 mm (75th percentile), and include detector (phonon or

generation-recombination) noise. The two pixel counts given are the number fabricated on square subarrays

and the number in the circular FoVs of the optical trains; mapping speeds are calculated using the latter.

The last column scales the mapping speed to λ = 1 mm assuming β = 1.5.

the future) fields-of-view and excellent surface accuracy at sites with broad spectral access — ACT,

APEX, SPT, and to some extent JCMT
1

— and, presumably, their plans will take more advantage

of these capabilities with time, but their size and thus angular resolution do not compete with

CCAT’s. We discussed in Section 1 how important angular resolution is both to DSFG science as

well as to removing DSFG contamination to obtain deep Sunyaev-Zeldovich effect observations of

galaxy clusters and the reionization-induced patchy kSZ effect. Thus, just on the basis of obser-
vational parameter space, full exploitation of the CCAT site and telescope requires that access be
provided to as many spectral windows as possible, and LWCam is designed around that necessity.

An important technical requirement we impose, not reflected in sensitivity numbers alone, is

coalignment of pixels of different spectral bands. This driver is in place for three reasons: 1) To

maximize mapping efficiency. Coalignment ensures the telescope must travel over the minimum

possible area to map, in all the spectral bands, objects of size smaller than or comparable to

the FoV, with the gain being at least linear in the number of bands. 2) To most efficiently use

the telescope field-of-view. To obtain the same mapping speed in N bands with monochromatic

cameras, N times larger focal plane area must be used relative to the LWCam design. If the total

focal plane area is restricted, N times as much time is required to obtain the same N -band data

relative to the LWCam design. 3) To enable spectral removal of atmospheric noise using the fact

that coaligned pixels in different bands see the same atmospheric column to high precision. [25]

shows that atmospheric noise dominates over fundamental noises for timestream frequencies as high

as 2 Hz at λ = 2 mm at the modestly poorer Cerro Toco site. This limit is also seen on Mauna

Kea [26]. The linear scaling of the rms noise with precipitable water vapor (PWV) column derived

in [26] indicates that the CCAT site will likely not differ. At the long-wavelength scan speed of

1
◦
/sec, scales of order 30

�
and larger thus can become contaminated by atmospheric noise. Fidelity

on these scales is important for studying galaxy clusters at lower redshifts out to the infall radius

and measuring the clustering of DSFGs on large angular scales. [27] shows that spectrally based

atmospheric noise removal can yield white-noise-limited performance to 10 mHz.

3 Conceptual Design

3.1 Optical Train Design

Starting from [28], we have developed a two-lens transmissive relay optics design with a FoV of 6.7
�
,

acceptable physical envelope, and approprate F/# for feeding the focal plane array (FPA) (set by

acceptable detector sizes). See Figure 3. This train is appropriate for the central, on-axis element

1“Extending the life of JCMT to 2020 and beyond” indicates the JCMT FoV can be increased to 37� for only
£300k, but this FoV cannot exit the elevation bearing and thus the physical constraints on instruments are tight.
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Figure 3: Top left: Optical train layout, with 6.7� FoV, silicon lens diameters of 295 mm and 270 mm,

100 mm pupil image, 100 mm diameter focal plane, and total length (first lens to FPA) of 1100 mm. Over

the FoV, the Strehl ratio is > 0.98 at 750 µm, > 0.99 and 1 mm, and > 0.999 at 3 mm. The FPA is fed at

F/2. F/3 can be obtained with a meniscus second lens. Top right: A configuration holding 7 optical trains in

a 1-m diameter circle with each optical train requiring 300 mm. At the Nasmyth focus, a 20� FoV occupies

0.87 m diameter. Bottom left: Edge of an AR-structured silicon lens and (inset) cross-section of a 2-layer

AR structure. Bottom middle: An AR-structured silicon lens for ACTPol (one of nine). Bottom right:

Calculated reflection from a 3-layer AR structure; < −20 dB is obtained between 0.8 and 2.4 mm.

of 7 close-packed optical trains LWCam will incorporate inside a single cryostat. The restricted

FoV of the individual trains simplifies the design, the construction and mounting of the FPA by

separating it into multiple, sparsely packed subarrays, magnetic shield and stray light mitigation,

and minimizes risk. It also allows for incremental descoping: the cost is likely to be dominated by

the optical trains, detector arrays, and readout chains, not the dewar or cryogenics. Further design

work will obtain a telecentric focal plane and extend the design to the off-axis trains.

The desired silicon optics have been demonstrated in 334 mm diameter for ACTPol by team

members at NIST. These lenses have also been anti-reflection structured using a dicing saw tech-

nique developed by Jeff McMahon at University of Michigan [29]. See Figure 3. A reflection of less

than 1% has been measured, in agreement with modeling. We will increase the bandwidth of the

AR structure; Figure 3 shows a model of a 3-layer structure for 0.8–2.4 mm, and adding 1–2 layers

should suffice for the broader LWCam bandwidth. Since the technique has already been proven

on curved surfaces, our demonstration will be on a flat silicon piece of comparable diameter. We

are baselining silicon vacuum windows because of the low loss, critical at the shortest wavelengths.

A preliminary finite-element analysis of a 400-mm diameter, 6.3-mm thick window shows a 1 mm

central deflection and a safety factor of 1.9, and a thicker window would yield a higher safety factor.

Even more efficient would be to use the first silicon lens as the vacuum window, but stray light is-

sues must be studied. We will undertake a pressure test of a large-diameter silicon vacuum window.

Metal-mesh filters for blocking thermal infrared and out-of-band light, and for the dichroic in the

case of platelet feed arrays (Section 3.2), have been demonstrated in diameters up to 460 mm [30].

3.2 Detector Optical Coupling

Many options exist for optically coupling detectors at these wavelengths in large focal plane formats.

Because it would be impossible to evaluate every option, we will study two designs that are both

likely acceptable yet encompass a broad range of technical choices and risks.

Project Description – 5
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Fig. 1 Left: The assembly of a single frequency Truce detector array. The array will consist of

a silicon micro-machined platelet array of corrugated feedhorns above a detector wafer and a

micro-machined backshort wafer. The assembly of feedhorns, detector array and the backshort

wafer are separated in this diagram for clarity. Center: Photograph of a prototype horn array

(top) and prototype detector wafer (bottom). Right: Zoomed in photograph of a single detector

in an array. The major components are labeled including the planar OMT, the stub filters, and

the TES islands.

Sensitivity and spectral coverage can be improved by detecting multiple fre-

quency bands in each pixel (multi-chroic detectors). In §2 we describe our efforts

to extend the Truce feed horn-coupled polarimeter to accommodate multiple wide

bands. This architecture offers excellent control of beam systematic effects and

polarization axes that are independent of frequency. In §3 we describe plans to

field an array of these detectors as part of the ACTPol experiment. We conclude

in §4.

2 Multi-Chroic Detectors

The multi-chroic arrays under development are an extension of the single-frequency

Truce detectors
16

. (See Figure 1) The optical beam is defined by a corrugated

feedhorn, which has a long history of use in polarimeters in radio astronomy and

CMB observations. Corrugated horns offer low sidelobes, circularly symmetric

beams and a low cross-polarization over a wide bandwidth — ideal characteristics

for use in polarimetry. The waveguide output of the horn couples to a planar ortho-

mode transducer (OMT)
17

which separates the orthogonal polarization compo-

nents of the incoming radiation into independent co-planar waveguides (CPW).

The OMT defines a polarization axis that is independent of frequency. Each CPW

transitions to a microstrip (MS) transmission line using a numerically optimized

stepped impedance transformer. The signals then pass through a set of resonant

MS stub filters which define the spectral pass-band of the detectors.

Once filtered, the incident power for each polarization is dissipated on a sus-

pended and thermally isolated silicon nitride (Si3N4) island using lossy gold MS

terminations, and the corresponding temperature change of this ‘bolometer island’

is detected by a MoCu transition edge sensor (TES). Summing the outputs of the

two bolometers yields the temperature of the incoming radiation, and differenc-

ing the two yields the Stokes Q parameter. The full linear polarization state of a

given location on the sky can be measured by combining measurements of multi-

ple polarimeters rotated relative to each other, or by observing the sky at multiple

parallactic angles.
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CCAT Organization and Status

• Management team reports to CCAT Board
• Partner institutions and AUI
• project director: R. Giovanelli, Cornell; project manager: J. Zivick, Cornell;

project engineer: S. Padin, Caltech; project scientist: J. Glenn, Colorado

• Critical Design Review: June, 2013
• $4.5M from NSF in 2011-2013, matching partner contributions, to prepare CDR
• Instrument studies for LWCam, SWCam, X-Spec, and CHAI funded ($3.8M total)
• Construction 2014-2017(8?), science soon after

• The project is formalizing the science case
• Must be ready to prioritize instrument choices at CDR
• Led by project scientist, many subcommittees working in many areas 

(including SZ and cosmology)

• Expecting major NSF contribution
• Only medium-scale ground-based project specifically recommended by Astro2010
• 1/3 NSF contribution ($37M) + operations funding ($7.5M/yr)

15
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Studying the ICM out to the virial radius

• ICM has not been systematically studied out to rvir with X-ray due to 
low photon rate and high particle bgnd (though Suzaku now has a few)

• Self-similar accretion predicts thermodynamic
variables, baryon fraction, etc.  
• Suzaku observations beginning to suggest 

deviations (e.g., Simionescu et al 2011), but 
have to be careful with Suzaku backgrounds 
(Eckert et al 2011)

• Deviations
from self-
similarity 
may explain 
low tSZ 
power

• CCAT will 
enable high
S/N at rvir

17

M. Arnaud et al.: Pressure properties of the REXCESS

the scaled profile of each cluster is translated to the left and to
the bottom in the log− log plane. The average profile lies below
the profile based on the hydrostatic values, as expected from the
mean bias between MSim

500 and MHSE
500 . The offset with the observed

profile in the outer region becomes more significant, about 30%.
In conclusion, there is an excellent agreement in shape be-

tween the simulated and observed profiles for the cluster outer
regions, which is the most relevant aspect for the YSZ esti-
mate. The better agreement in normalisation with the simula-
tions when using the hydrostatic mass suggests that the hydro-
static X-ray masses used to scale the observed profiles are indeed
underestimated.

5. The universal pressure profile

As pointed out by Nagai et al. (2007), an analytic cluster pres-
sure profile model is useful both for analysis of SZ observations
and for theoretical studies. Of prime interest is a model for the
average scaled profile of the entire cluster population. For nearby
clusters it can be derived from the present data, the REXCESS

sample being a representative sample.
We considered the generalized NFW (GNFW) model pro-

posed by Nagai et al. (2007):

(x) =
P0

(c500x)γ [1 + (c500x)α](β−γ)/α · (11)

The parameters (γ,α, β) are respectively the central slope (r "
rs), intermediate slope (r ∼ rs) and outer slope (r $ rs), where
rs = R500/c500, and they are highly correlated with rs. In order
to constrain the parameters, it is essential to consider a wide ra-
dial range, including both the core (r < 0.1 R500) and the cluster
periphery (r > R500). In particular, β remains essentially uncon-
strained when considering only data within r < R500, resulting
in large uncertainties in the profile model beyond R500 and thus
on the corresponding integrated SZ signal.

Taking advantage of the good agreement between observa-
tions and simulations in the outer cluster regions, we thus de-
fined an hybrid average profile, combining the profiles from ob-
servations and simulations. It is defined by the observed average
scaled profile in the radial range [0.03−1] R500 derived in
Sect. 3.2 and the average simulation profile in the [1−4] R500 re-
gion. For the simulations, we used the profile based on the hydro-
static quantities and renormalised it by +10% to correct for the
observed offset with the observations at r > 0.4 R500. We fitted
this hybrid profile with the GNFW model in the log− log plane,
weighting the “data” points according to the dispersion. The best
fitting model is plotted in Fig. 8, with parameters:

[P0, c500, γ,α, β] =

[8.403 h−3/2
70 , 1.177, 0.3081, 1.0510, 5.4905]. (12)

Using the dimensionless “universal” profile, (x) (Eqs. (11)
and (12)), and taking into account the mass dependence estab-
lished in Sect. 3.4, we can describe the physical pressure profile
of clusters as a function of mass and redshift (assuming standard
evolution):

P(r) = P500




M500

3 × 1014 h−1
70 M&



αP+α′P(x)

(x)

= 1.65 × 10−3 h(z)8/3




M500

3 × 1014 h−1
70 M&




2/3+αP+α′P(x)

× (x) h2
70 keV cm−3 (13)

Fig. 8. GNFW model of the universal pressure profile (green line).
It is derived by fitting the observed average scaled profile in the ra-
dial range [0.03−1] R500, combined with the average simulation profile
beyond R500 (red line). Black lines: REXCESS profiles. Orange area:
dispersion around the average simulation profile.

with x = r/R500, αP and α′P(x) from Eqs. (7) and (8), and (x)
from Eq. (11) with parameters from Eq. (12). The second term
in the mass exponent, αP, corresponds to a modification of the
standard self-similarity (i.e., the steeper mass dependence of the
profile), while the third term, α′P(x) (Eq. (8)), introduces a break
in self-similarity (i.e., a mass dependence of the shape). The
latter is a second order effect, which can be neglected in first
approximation.

We also fitted each individual observed cluster profile with
the GNFW model, fixing the β value to that derived above
(Eq. (12)), as well as the average scaled profile of the cool core
and morphologically disturbed clusters. The best fitting param-
eters are listed in Appendix C, where we also provide plots of
each individual cluster profile with its best fitting model.

6. Integrated Compton parameter scaling relations

6.1. Definitions and method

In this section we discuss scaling relations directly relevant for
SZE studies. We will consider the volume integrated Compton
parameter Y, for both cylindrical and spherical volumes of in-
tegration. The spherically integrated quantity, Ysph(R), propor-
tional to the gas thermal energy, is defined as:

Ysph(R) =
σT

mec2

∫ R

0
4πP(r)r2dr (14)

and the cylindrically integrated quantity, Ycyl(R) = YSZD2
A, di-

rectly related to the SZ signal within an aperture θ = R/DA, is:

Ycyl(R) =
σT

mec2

∫ R

0
2πrdr

∫ Rb

r

2 P(r′)r′dr′√
r′2 − r2

= Ysph(Rb) − σT

mec2

∫ Rb

R
4π P(r)

√
r2 − R2rdr (15)

Page 9 of 20

Arnaud et al 2010
Verified in groups by Sun et al 2011

Figure 3: Deprojected electron density (ne), entropy (K), and pressure (P ) profiles towards the northwest (red
data points) and east (blue data points). The red line shows the northwestern profiles corrected for clumping. The
expected entropy profile from simulations of gravitational collapse (17, 18) is a power-law with index β ∼ 1.1,
over-plotted as a black dotted line in the entropy panel. The average profile of a sample of clusters previously
studied with the XMM-Newton satellite within ∼0.5r200 (19) is shown with a solid black curve in the pressure
panel; its extrapolation to r200 is shown with a dotted black line.

12

Perseus cluster
Simionescu et al 2011
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Turbulence in the ICM

• Prior attempts via X-ray spectral line broadening
• Will improve with Astro-H spectrometer

• Expect ~10% pressure fluctuations at CCAT beam (40-400 kpc)
→ Can study if have S/N = 50 per beam.  
Plausible: S/N = 20-100 achieved for massive clusters

18

1810 J. S. Sanders, A. C. Fabian and R. K. Smith

Table 5. Measured linewidths and linewidths from spectra simulated using
Chandra maps in the absence of turbulence. The difference column shows
the difference between best-fitting velocities of the observed and simulated
spectra. The limit column shows the 90 per cent upper limit on the measured
velocity after subtracting the predicted velocity. Uncertainties are 1σ in this
table. Objects indicated with ∗ show the results using an MCMC analysis.

Object Real Predicted Difference Limit
(km s−1) (km s−1) (km s−1) (km s−1)

Abell 133 910 ± 170 771 ± 17 140 ± 170 260
Abell 383 670 ± 250 377 ± 26 290 ± 250 700
Abell 496 1050 ± 70 1065 ± 6 −15 ± 70 100
Abell 1068 50+405

−50 536 ± 23 −490+405
−55 180

Abell 1650∗ 45+790
−45 1034 ± 70 −990+790

−45 310
Abell 1795 1040 ± 195 1030 ± 20 10 ± 195 330
Abell 2063 1530+460

−405 1780 ± 65 −250+460 510

Abell 2204 250+110
−125 282 ± 13 −30+110

−125 150
Abell 2597 510 ± 75 674 ± 12 −160 ± 75 -40
Abell 2626 705+210

−190 955 ± 25 −250+210
−190 100

Abell 2667 0+240 374 ± 40 −370+240 25
Abell 4059 1050+205

−175 1350 ± 20 −300+205 40

E 1455.0+2232 0+460 375 ± 33 −375+460 380
HCG 62 710 ± 50 749 ± 4 −40 ± 50 40
Hercules A 770+300

−230 573 ± 20 200+300
−230 700

Hydra A 750 ± 115 867 ± 12 −120 ± 115 70
Klem 44∗ 3660+960

−720 1892 ± 50 2350+960
−720 1160

MKW 4 1320+345
−415 970 ± 20 350+345

−415 920
MS 0735.6+7421 300 ± 300 970 ± 40 −470 ± 300 25
NGC 533 530 ± 105 541 ± 8 −10 ± 105 160
NGC 1316 650 ± 60 685 ± 6 −145 ± 65 65
NGC 1399 590 ± 60 545 ± 4 45 ± 60 140
NGC 5044 1530+120

−95 1760 ± 16 −230+120
−95 -32

NGC 5813 1605 ± 95 1540 ± 6 65 ± 95 220
PKS 0745-19∗ 910+600

−880 790 ± 65 120+600
−880 1110

RBS 540 545 ± 165 700 ± 15 −155 ± 165 120
RBS 797∗ 0+535 673+30

−55 −675+535 210
RX J1347.5-1145∗ 1320+770

−430 200 ± 100 1120+770
−430 410

RX J1720.1+2638 530+290
−250 431 ± 25 100+290

−250 580

RX J2129.6+0005∗ 0+1530 470 ± 45 −470+1530 2150
Zw 3146 310 ± 100 320 ± 10 −10 ± 100 155

Figure 12. Mass deposition rate as a function of temperature for Zw 3146.
The boxes show the 1σ uncertainties on mass deposition rate and ranges
or temperature for each component in the model. Also shown are the mass
deposition rates from Egami et al. (2006), Edge et al. (2010) and Crawford
et al. (1999).

Figure 13. Limits on velocity broadening as a function of RGS-measured
temperature. Also plotted are the sound speed as a function of temperature,
and what fraction of the thermal energy density the velocity broadening
would represent. The points connected by dotted lines show the results
using one- and two-temperature components for the same objects. Abell
1835 is analysed in Sanders et al. (2010).

Figure 14. Limits on velocity broadening after subtracting the contribution
from the source spatial extent using modelling. These results should be
treated with caution as they are dependent on the modelling being correct.
We also show the results after adding an additional 50 km s−1 possible
systematic uncertainty from the LSF calibration.

4.2 Redshifts

In Fig. 15 our measured redshifts are plotted against the value from
the NED data base and the fractional difference as a function of
redshift. We show in Fig. 16 the fractional difference between the
two values for each object. Although the agreements between our
values and those from NED are good in many objects, there are a

C© 2010 The Authors. Journal compilation C© 2010 RAS, MNRAS 410, 1797–1812

Sanders et al 2011

The Astrophysical Journal, 728:39 (17pp), 2011 February 10 Sayers et al.

Figure A4. MS 0451.6−0305; from left to right and top to bottom we show the deconvolved image of the cluster, the processed image of the cluster, the residual map
between the processed image of the cluster and the best-fit elliptical Nagai model, one of the 1000 noise realizations for the processed data, and a binned radial profile.
The contour lines represent an S/N of 2, 4, . . .

(A color version of this figure is available in the online journal.)

than from the diagonal elements of the noise covariance matrix
(e.g., the uncertainties in the radial profiles are determined from
the rms spread in the radial profiles of the noise realizations).
This is the same technique used by Nord et al. (2009) and Basu
et al. (2010) to analyze APEX-SZ data.

The model fits to the model-cluster-plus-noise realizations
also provide us with estimates of the uncertainties and biases
associated with our model-parameter fitting. Specifically, we
obtain 1000 best-fit values for each parameter; the standard
deviation of these values then gives the uncertainty on our
estimate of that parameter in our actual data map. These
uncertainties are given in Tables 2 and 3. In addition, if
our parameter estimation algorithm is free from biases, then
we should, on average, recover the parameters of the input
model that was added to the noise realizations. In practice,
we find a small, but measurable, bias in our estimates of the
pressure normalization and scale radius in our fits; the bias is
typically !10% of the uncertainty on each parameter. We find
no measurable bias in our estimates of the other fit parameters.

Additionally, we have used our signal-free SDS1 maps to
further verify our model-fitting procedure and to search for any
components of the noise that have not been included in our
noise estimate. First, we inserted model clusters into the SDS1
data timestreams based on the best-fit elliptical Nagai profile
for each of the five clusters in our sample. These data were then
processed and an elliptical Nagai model was fit to each resulting
image. In each fit, there are 6 free parameters (p0, rs, ε, θ , δRA,
and δdec), giving us a total of 30 fit parameters for the 5 model
clusters. Of these 30 fit parameters, 17 (57%) are within 1σ of
the input value, 26 (87%) are within 2σ of the input value, and all
30 are within 3σ of the input value; these results indicate that
our model fitting and parameter error estimation are working
properly. Additionally, we obtain a reasonable goodness of fit
for the models using these best-fit parameters, quantified by a
PTE "0.8, providing further evidence that there is no significant
noise in the data that has not been included in our noise estimate.
Note that since the five cluster model profiles are fairly similar,
we obtain comparable PTEs for all five profiles.

14

MS0451 50 ksec Bolocam 2 mm
contours correspond to ∆S/N = 2
peak S/N = 20 in beam-smoothed map
(∆θ =  84”)

Sayers et al 2011
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Measuring Cluster Temperatures with SZ

• Relativistic shift in tSZ null proportional to electron temperature
• Early science: multicolor imaging, multiobject spectroscopy
• Long-term: imaging spectroscopy

19
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SZ Power Spectra

• V. precise measurements 
of angular power spectra 
at high ℓ by SPT and ACT
• tSZ contribution probes
σ8 and ICM physics

• kSZ due to 
Ostriker-Vishniac effect
(Doppler effect of moving
haloes) and patchy reionization

• But severely dominated by
DSFGs, even at 150 GHz;
detection of SZ requires
tSZ, kSZ templates

20
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Fig. 4.— The SPT 150GHz bandpowers (black circles), WMAP7 bandpowers (purple squares), ACBAR bandpowers (green trian-
gles), QUaD bandpowers (cyan diamonds), and ACT 150GHz bandpowers (orange circles) plotted against the best-fit lensed ΛCDM

CMB spectrum. The damping tail of the primary CMB anisotropy is apparent below � = 3000. Above � = 3000, there is a clear excess due

to secondary anisotropies and residual point sources that has now been measured by both SPT and ACT. Note that the source masking

threshold in the SPT data (6.4mJy) is lower than that in the ACT data, so we expect less radio source power at high �. We have multiplied

the SPT bandpowers by the best-fit calibration of 0.92 as determined in parameter fits.

pendence over the range of multipoles to which SPT is

sensitive (see Figure 5). We allow the normalization of

each model to vary in all chains, and detect similar tSZ

power in all cases (see Table 6). However as we discuss

in §8, the difference between models is critical in inter-

preting the detected tSZ power as a constraint on cluster

physics or σ8.

6.2.2. kSZ Power Spectrum

We use the S10 (homogeneous reionization) kSZ tem-

plate as the baseline kSZ model. At � = 3000, this model

predicts DkSZ
3000 = 2.05µK2

of kSZ power. The kSZ am-

plitude depends on the details of reionization, and the

scaling of the kSZ power with cosmological parameters,

particularly σ8, is much weaker than the scaling of the

tSZ power. We therefore choose to fix the amplitude of

the kSZ signal to a model value and allow tSZ to vary in-

dependently. This treatment differs from Dunkley et al.

(2010), which uses a single normalization for both SZ

components, and Millea et al. (2010) in which a fitting

function is used to calculate the kSZ power as a function

of cosmological parameters at each step in the MCMC

chain. For the current SPT data set, where tSZ and

kSZ power are largely degenerate, we expect the differ-
ences in kSZ treatment to be insignificant. This assump-

tion was tested by importance sampling an MCMC chain

with variable kSZ amplitude according to the scaling at

� = 3000 described in Millea et al. (2010). As expected,

we find no significant difference in fitted parameters.

In §7 we will discuss the impact of two alternate kSZ

treatments in addition to the baseline model. First, we

Fig. 5.— Templates used for the tSZ, kSZ, and clustered DSFG

power discussed in §6. The top plot shows alternate tSZ templates.

The black, solid line is the (baseline) S10 model. The blue,
dashed line is the Shaw model. The red, dotted line is the

Trac model. The teal dot-dash line is the Battaglia model. The

bottom plot shows both kSZ and clustered DSFG templates. The

black, solid line is the (baseline) S10 kSZ model. The red,
dotted line is the patchy kSZ model. The blue, dashed line
is the (baseline) power-law clustered DSFG template. The teal,
dot-dash line is the linear-theory clustered DSFG template. The

clustered DSFG templates have both been normalized to 1 µK2
at

� = 3000.

consider a kSZ template that includes the signal from

patchy reionization (hereafter the patchy kSZ template).

This template, which was also used in L10, is based upon

the “FFRT” semi-analytic model of Zahn et al. (2010).

It was calculated in a 1.5 Gpc/h cosmological column
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Fig. 3.— Top panel: From left to right, the SPT 150GHz, 150 × 220GHz, and 220GHz bandpowers. Overplotted is the best-fit model
(red line) with components shown individually. The lensed primary CMB anisotropy is marked by an orange line. The best-fit tSZ
(purple line) and predicted kSZ (purple dashed line) power spectra are also shown. The predicted radio source term is represented by
the blue dots. The DSFG Poisson term at each frequency is denoted by the green dashed line and the clustered DSFG component by
the green dot-dash line. The damping tail of the primary CMB anisotropy is apparent below � = 3000. Above � = 3000, there is a clear
excess with an angular scale dependence consistent with point sources. These sources have low flux (sources detected at > 5σ at 150GHz
have been masked) and a rising frequency spectrum, consistent with expectations for DSFGs. Bottom panel: Plot of the residual between
the measured bandpowers and best-fit spectrum.

terms can be written as

DSZ
�,ν1,ν2

= DtSZ
3000

fν1fν2

f2
ν0

ΦtSZ
�

ΦtSZ
3000

+DkSZ
3000

ΦkSZ
�

ΦkSZ
3000

. (11)

Here, ΦX
� denotes the theoretical model template for

component X at frequency ν0. The frequency depen-

dence of the tSZ effect is encoded in fν ; at the base

frequency ν0, DtSZ
3000,ν0,ν0

= DtSZ
3000. The kSZ effect has

the same spectrum as the primary CMB anisotropy, so

its amplitude is independent of frequency. In this work,

we set ν0 to be the effective frequency of the SPT 150

GHz band (see §6.4).

6.2.1. tSZ Power Spectrum

We adopt four different models for the tSZ power spec-

trum. Following L10, we use the power spectrum pre-

dicted by S10 as the baseline model. S10 combined the

semi-analytic model for the intra-cluster medium (ICM)

of Bode et al. (2009) with a cosmological N-body simula-

tion to produce simulated thermal and kinetic SZ maps

from which the template power spectra were measured.

The assumed cosmological parameters are (Ωb, Ωm, ΩΛ,

h, ns, σ8) = (0.044, 0.264, 0.736, 0.71, 0.96, 0.80). At

� = 3000, this model predicts DtSZ
3000 = 7.5µK2

of tSZ

power in the SPT 150GHz band. We use this model in

all chains where another model is not explicitly specified.

We also consider tSZ power spectrum models reported

by Trac et al. (2010), Battaglia et al. (2010), and Shaw

et al. (2010). Trac et al. (2010) followed a procedure

similar to that of S10, exploring the thermal and kinetic

SZ power spectra produced for different input param-

eters of the Bode et al. (2009) gas model. We adopt

the nonthermal20 model (hereafter the Trac model) pre-

sented in that work, which differs from the S10 simula-

tions by having increased star formation, lower energy

feedback, and the inclusion of 20% non-thermal pres-

sure support. It predicts a significantly smaller value

of DtSZ
3000 = 4.5µK2

when scaled to the SPT 150GHz

band. The second template we consider is that pro-

duced by Battaglia et al. (2010) from their Smoothed-

Particle-Hydrodynamics simulations including radiative

cooling, star formation and AGN feedback (hereafter the

Battaglia model). This model predicts DtSZ
3000 = 5.6µK2

,

intermediate between the baseline model and the Trac

model, and peaks at slightly higher � than either of those

models. Shaw et al. (2010) investigate the impact of

cluster astrophysics on the tSZ power spectrum using

halo model calculations in combination with an analytic

model for the ICM. We use the baseline model from

that work (hereafter the Shaw model), which predicts

DtSZ
3000 = 4.7µK2

in the 150GHz band. The model of

Shaw et al. (2010) is also used to rescale all the model

templates as a function of cosmological parameters, as

described in §8.
All four tSZ models exhibit a similar angular scale de-

tSZ
kSZ

radio pt

DSFG poisson

DSFG clustered

primary
CMB
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SZ Power Spectra

• With DSFG detection, can 
reduce contamination 
• c.f. predictions for cleaning

SPT 100 deg2 w/500 µm 
SPIRE (∆θ=37”): massive 
reduction in DSFG signals 

• CCAT: 
• 2.5x smaller mm beams 
→ δDℓ flat to 2.5x higher ℓ

• in-band DSFG detection 
at ∆θ=25”

• DSFG detection at 0.87 mm
with ∆θ=9” and smaller 
extrapolation in λ

• Much better DSFG removal,
not running into beam-scale
noise
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Studying Reionization with CCAT
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Conclusions

• CCAT will enable the next major leap forward in SZ work after the 
current generation of large-area surveys and follow-up instruments
• Studies of the intracluster medium and the formation of galaxy clusters.
• Measurement of the SZ anisotropy power spectra.
• Cosmological parameter estimation.
• Probes of the epoch of reionization.

• The case for SZ with CCAT is promising but needs to be elaborated.
• Please contact FB or SG to express interest!

• Thanks to many for discussions and ideas!
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